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Algorithms, emotions, and the fluid justice: the law solely based on 

algorithmic decisions cannot be just 

 

Should we rely solely on algorithmic decision-making processes in the courtroom? In this 

paper, I will defend the thesis that algorithms cannot replace humans fully, at least in criminal 

law, due to a lack of possibility to include emotions in decisions.  

Algorithmic tools are already used in the justice system, including in the courtrooms (cf. 

Završnik 2020). However, the most important decisions, such as those concerning the guilt of 

the person accused of a crime, are still reserved for human beings. In theory, algorithms have 

the potential to be better than humans (cf. Kahneman 2013), could be much quicker and 

cheaper than us, but could they be better? Being "better" than humans in different spheres 

means something different. In the field of criminal law, we could say that the better means 

more just. And in contemporary criminal justice, there is a problem with justice. The broad 

literature of sentencing disparities shows that there is a significant issue with equality before 

the law (cf. Brandon and O’Connell 2018; Franklin and Henry 2020; Hamilton 2017; Mamak 

et al. 2020), and equality is the requirement of justice (Katzner 1973). Hence, there is a space 

for improvements, but could algorithms fully replace humans? Could law based on the 

algorithmic decisions be more just? There is already skepticism in the literature in that matter 

(cf. Morison and Harkens 2019). What's more, algorithms could preserve problems of justice, 

because of the usage of biased historical data (cf. Starr 2014; Barabas 2020; Coeckelbergh 

2020), algorithmic law decisions could “scale the past and freeze the future” (Hildebrandt 

2020).  

I want to add to the skepticism that the legal system based solely on the algorithmic 

decision cannot be just, due lack of emotions in the decision loop. What is so special about the 

emotions in decisions?  Emotions are crucial in decision making, and we tend to 

underestimate their role (cf. Haidt 2001). Emotions are also an important component of the 

legal mind, and we cannot fully explain what lawyers do without taking into account emotions 

in their work. (Brożek 2019). Without emotional acceptance of the law, it is hard to talk about 

its just. According to Petrażycki, the strength of legal norms comes from the emotional 

experience of their rightness or lack thereof (Petrażycki 1955). The social acceptance of law 

requires an emotional component in the decision. An entity which is obliged to make 

decisions need to include emotions in the decision-making process. Algorithms cannot, at 

least for now, act emotionally (cf. Brożek and Janik 2019). In other words, from a long-term 

perspective, the law which is solely based on algorithmic decisions cannot be just. It cannot 

change, be creative, and therefore cannot also adapt to social emotions, which are changing 

over time. 
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